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1) I am grateful to Joseph Rode/as for his valuable insights .

A normal set may be defined as

n¢n
An abnormal set may be defined as

n En

Note that these two definitions are propositions
If and only if n is a set .

Consider a set N of all normal sets .

We define N as

IN :Hn :(nEN⇔n¢_n )
Definition of
normal set

so
,
is N a normal or abnormal set ?

Is N a set at all ?

Let's assume N is normal
, so we assume

that it is true that

N -4N

By the definition of ¢

NEIN is true -⇒7(NEN)
Deth
of ¢



But by the definition of N

> (NEN) ⇒ NEN
Deth ~
ofN Def 'n of

abnormal
set .

This is a contradiction
.

This "shows
"

that if N is normal
,

then it is abnormal .

Let's now assume it is true that

N E N
,

or equivalently that N is abnormal .

By the definition of C-

NEN is true ⇒ > (N¢N)
Det'n
of N

This is once again a contradiction .
This " shows " that if N is abnormal

then it is normal .

From these two contradictions
,
we may not

evaluate or decide if the proposition

NEN
is true .

i. We conclude that N is not a set .



2)

Diagram 1 : A - B := An B
'

*
Diagram 2 : A - (Bhc)

I*
Diagram3:

I



Diagram 4 :(A- B) n (A-C)

or

'¥l
We are tasked to evaluate
If the following statement

is true or false :

A-(BK ) = (A- B)MA -C)

The LHS is represented by
Diagram 2. The RHS is
represented by Diagram 4 .

As can easily be seen,

Diagrams 2 and 4 are
not
,
in general, equal .

Thus
,
the given statement

IS false .

The inequality of Diagrams 2 and 4
serves as our counterexample .



If the diagrammatic illustration of a

counterexample is insufficient for the
reader

, let us illustrate with the following :

Let

A- = { 1,334,5 }
B = {2.3.4}
C. = { 1. 4,5 }

Then

A- B-_ {1,5 }

A- ( = {2,3}
Bnc -_ {4}

(A- B.) A (A-c) = ∅

A- (BAC) = {1.4.35}

{ 1.2.35} ≠ ∅

i. A - (Brc ) ≠ (A- B)MA -c) .



3)

Diagram 1 : A - B

r

l¥←
Diagram 2 : B

- A

D3:ADB

I'¥•¥Bar



Diagram 4 : An B

EH
"

¥tBA)

D7iAAB



D:(AÉA

mÉ

¥⇔1
Diagram

Kokoro
É



Diagraml2.AM/BDC)-

I I
We are asked to prove the
statement

ANCBDC) = (AAB)D(Anc) .

The LHS is shown in Diagram 12 .
The RHS is shown in Diagram 8 .

It can be seen the two Diagrams
are equal .

Thus
, it has been demonstrated

that

ANCBDC) = (AAB)D(Anc)

Is true .



4)

Let ✗ and Y be sets .
Let

f-. ✗ → Y,

be an arbitrary mapping .

We define a relation in ✗

✗ ,
~ ✗ z

means that

f- (× ,) = f- (Xz) .

We must show that this is an equivalence relation .
We must show it is reflexive

, symmetric , and transitive .

Reflexivity

By the given definition ,

(✗ , ~ ✗2)⇒ f(×. ) = fcxz)

Thus
,

FX
, C- ✗ : fcx ,) = fcx ,)

i. This relation is reflexive
.



Symmetric

✗ , ~✗z ⇒ (FCK ) = fcxz))

f(× ,) = fcxz)⇔ f- (x2) = fcx, )

f- (x2) = fcx, ) ⇒ (✗z~✗ , )

✗ , ~Xz ⇔ ✗z~✗ ,

i. This relation is symmetric .

Transitivity

We know × , ~✗z ⇒ (fix,)=f(✗z))

Now let
, Xz ~ ✗3 .

Thus
,

✗z~X}
⇒ (faz) = fcx}))

✗✓ ✗ 2 A Xz ~ ×}
⇒ f- (×,)=f(✗2)A flxz)=f(✗3)

⇒ g- (×,) = fi})
⇒ ✗ ,

~ ✗3

.

'

. This relation is transitive .

i. Since this relation is reflective ,symmetric,
and transitive it is an

Equivalence Relation.



Now , we must describe the equivalence classes
and Quotient set .

We may define the equivalence classes

Each equivalence class contains all ✗ C-✗
Sat . applying the map gives the same

value f- (x) = y EY.

This entails that each equivalence class
pertains to a distinct value of y .

[✗D= {✗f- ✗ I fix ,)=y , EY}
[Xi] -_ {✗f- ✗ I fix ,)=y , EY}
[Xn] = { V-✗f- × :3 ! y.NET/fcxn)--yn}
In the given , ✗ , ~✗z ⇒ fbi)=f(✗z),

[×,] = [✗z]

The Quotient Set is thus

✗ /~ = {☒ IF !yEY:V-✗ EX ,y=fc×,}



5)

In IR
,
we define the relation

✗ ~y⇒ (x -g) EZ

We must show that this is

an equivalence relation .

Reflexivity

THEIR :(X - X)EZ

✗ -✗ = OEZ

⇒ × -×

i. This relation is reflexive .

Symmetric

✗ my ⇒ (x
-g) EZ

you✗⇒ y - ✗

Let ✗ -y=b ,
then BEZ .

BEZ ⇒ b- (x -g) =OEz⇔ -b-- y -✗ C- z

Thus
,

V-x.ge/R:x-yEZ , ✗~y⇔y~✗
.

'

.
This relation is symmetric .



Transitivity

Let ynz

ynz ⇒ y
- Z EZ

Let y
- z = CEZ

,

then clearly

✗ - y + y - 2- = × - 2- = btc EZ

↳ This is ensured by the closure property
of integers under addition .

Thus
,
✗~ 2-⇒ ✗ - 2- EZ .

i. Vx
, y EIR :X

- YEZ , ✗~yAy~z ⇒ ✗ ~ -2

i. The relation is transitive .

i. Since this relation is reflective ,symmetric,
and transitive it is an

Equivalence Relation.

We now need to define

equivalence classes and the quotient set .



Let us define a function
track) that gives the fractional
of a real number like so :

frae (1) = 0
,
frae (1-25)=0.25

,
frae (3-32)=0-32

etc .

The range of frac is therefore [Oil) -

We can now see that the Equivalence
Relation holds

V-X.ge/R:frac(x)--fracCy)

Let us define an a St .

frack) = frae (g) =D

Then, we may define equivalence classes

(a) = { dEIO.tl/x-yEz }
For example ,

[ o] -_ {:-,-10,12 . . . .}=z

[0.1]= {- -- , -1.40-1 / 1.1.2.1, . ..}
[0.7-5] = {. . .-2-75, -1.75, 0.75.1.75,. . .}

The Quotient set then yields
IRL -_ { la] / ac-lo.it}
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By definition, a topological space is

the set X and O
,
the topology onX

written as a double (X, OT .

(X
, O) satisfy the following conditions :

i) 0 C- O where 0 is open, and XEO where X is open
ii) A ,BE O means A ABO

,
so AAB is open

iii ) Let be an arbitrary index set . Given Va EO,
we told that Uaec Aa Eo, and is thus open.
Let T (n) be the number of topologies that can
be put on a set with n points lelements .

Thus
,
for
n
-

- l : X = { I }
-

we only find

O : {0,1133--10,11} ⇒ ITl

E :X = 1h23

O : lol, { 1,231--10. x }
10,113.11233 ⇒ ITAI
{0,123. { 1,233

-1

{0,113,123,1123 }



I : X = 42,3}

O : { 0, { I, 2,3 f) = {0, X} ⇒ Trivial ⇒ I

{0,43. X }
{ 0 , {23, X } ⇒ Using only singletons =3 3

{ 0,133. X }

{ 0 , 11,23 . X 's
{ 0 , { 1,33, X } ⇒ Using only doubles ⇒ 3

{ 0 , {2,33 , X }

{0,414,23 . X 's
{ 0 , 14.11.23 . X 's
{ 0 , { I } , { "31 X }

⇒ Singleton and
,none

double⇒ 6
{ 0 , {3 } , { 1.33, X } it is

{ 0,123
,
{2,33 . X }

{ 0,133,1233
. X }

{ 0,414,234.33. X }
{ 0 , {23, { 1,2 }

,
{2,33

, X } ⇒ Singleton and
,
ntuo doubles ⇒ 3it is

{ 0,13 }
,
{ 1.33

,

{2.33
. X }



{ 0 , { 13.12.33. X }

{ 0 , {23, {1,3},X} ⇒ Singleton and

one double it ⇒ 3

{ 0,133
.
4.23 ,X} is not in

{ 0,41123 , 1h23 ,X}

{0,111, {3}, { 1,33 ,X} ⇒
two singletons and ⇒ 3
double they are both

{ 0, {23,133, {2,33 -X } in

10,41123 , 11.214.4×3
10,41123 , 1h23, kid ,x}
{ to , {11,133

,
{1,3}

,
{4331/1}

⇒ two singletons and

{ 10,111,13} , { 1,33, {1,2 } . X } two doubles at ⇒ 6
least one of

{0,12 }, {3}, {434/1,3}, X} than is in

{0,123.133,4%11,31×3

{ ¢, { I }, {2}, {3}, {1,2 }, {1,3 }, {2,3 } , X } ⇒ Discrete Topology ⇒ I

i. ITCD=29I



HII: X = {112/3,4}

We note that the maximum number
.

of subsets

of a topology O on a set X of n elements IS 2h .

For example : if n
-

- I ⇒ 2
" "

= 2 ⇒ 0 , X
n-- 2=72

"'
-

- 4=7/0,43, { 23, X

We use a result from (Benoumhani , 2006) .

Let k be the number of open
subsets in question .

K then ranges 21kt 2h .

Tch) - I Tcnik) .
k22

1- ( n,2) = I ⇒ Trivial Topology

1- (n, 3) = 2h - 2 ⇒ Trivial topology with one

n - tuple

we may use Stirling numbers of

the second kind for k > 3 .

Sch ,k) = Sn."
-

- ¥, ,Eo C-Dif Ck . ;)
"

This gives the number of partitions of 9 Set
of h elements into k blocks .



References

https://cs.uwaterloo.ca/journals/JIS/VOL9/Benoumhani/benoumhani11.pdf

Considering chain topologies

( Chik) = ( K - t ) ! S Chik - t)

Thus
,
Benoumhani gives formulas for Tarik)
41kt 12 .

We then plug in n
-

- 4 . We use a table

of the required Stirling numbers as reference

54
, ,
=L

54,2=7
54,3=6
54,4=1

514, K>4) = O , so I omit them .

1- (4,2) = I

1-(4,37=24 - 2=14
1-(4. 4) = Sy, t 3154,3 = 7 t 3 ! (6) = 43
T(4151=3154,3+4 ! Say =3 ! (6) t 4 ! (1) = 60
714,6) =3 ! S",

t 314.1754 ," =3 ! (6) t} (4!Ki) = 72
1- (4.7) = 1,14!) Sun, = 9-414.1141 = 54

1-(4,8) = Sq, t 204 ! 54,4
= 6 t 204 ! (c) = 54

1- (4,9) = I. 4 ! Sun, = Ecg ! )Ci, = 20
1-(4,101=4! 54.4=4! (1) = 24

1-(4,11) = O ⇒ All terms with k>4

T (4,12) = to 4 ! 54,4 = I 04! (D= 12

-114,131
1-(4,141 } = O ⇒ All terms with k>4
1-(4,15)
T (4

, If ) =L ⇒ Discrete topology

t
-

{ Thrill = 355
,
.

'.lTC4)=3



2)

By definition, a topological space is

the set X and O
,
the topology onX

written as a double (X, OT .

(X
, O) satisfy the following conditions :

i) 0 C- O where 0 is open, and XEO where X is open
ii) A ,BE O means A ABO

,
so AAB is open

iii ) Let be an arbitrary index set . Given Va C- O
,

we told that Uaec Aa Eo, and is thus open.
Propertyaisrelatedtoconditroniiil

Since an arbitrary union of open sets
AVB is open Wrt . O . By definition. its

complement X - (AUB) is closed .

We can interpret X - (AUB) as (X -A) A (X - B) by
De Morgan 's Laws .

Since

X - (AUB) = (X -A) A (X - B) ,

(X -A) A (X - B) is also closed .

Since X
, A, and B are open by definition,

(X - A) and (X - B) are closed .



Thus
,
(X -A) A (X - B) IS an arbitrary intersection of closed sets .

We have therefore shown that given a topological
space, an arbitrary intersection of closed sets is closed .

propatybsisrelatedtocondihon.it#

Since A AB
, an open set, is an arbitrary intersection,

the Complement X - (A AB) is closed .

We can interpret X - ( AAB) as a finite Union

(X -A) U CX - B) .

The complement of any open set Wrt to the topologyO is closed.

Since

X - CA AB) -- (x -A)UH - B) ,

(X -A) U (X - B) is also closed .

Since X
, A, and B are open by definition,

(X - A) and (X - B) are closed .

Thus
,
(X -A) Vfx - B) IS a finite union of closed sets .

We have therefore shown that in a topological
space, the finite union of

'

closed sets is closed .



Propertycilsrelatedtocoudilroni

Since X is open Wrt
. O
, by definition

Its complement X - X Is closed .

X - X = 0 .

Since X - X is closed Wrt . O
, 0 is

also closed Wrt . O.

Since 0 is open Wrt
. O
, by definition

Its complement X - O is closed .

X - 0 = X .

Since X - 0 Is closed wut . O, X is also

closed Wrt . O .



3)

We can give examples of these using the

topological space (IR , Os ), where Os is the standard topology .

Additionally , for clarity, we create an arbitrary topological
space (M

,
Ou)

.

We define this as follows :

M -

- { d, b, c }
On = { 0. {d} , {d. b}, Mr}

Let us find the open sets of M

By definition
, the set of all open sets in It is

On .

Open sets in ill = On = { 0. {d} , {d. b}, Mr}

To find the closed sets in M
,
we take the

complement of the open sets .

Closed sets in M = {M -kN - {a}
,
ill - {d. b} ,M -u}

This yields

closed sets in U = {U , {b. c} , {c} , 0}



We may now give examples using ( IR, Os) and (M, Ou) .

Let 's first introduce 4,13 EIR, sit . a LB .

DCloscdbutnotopent-ordR.GS:813#
We show this is closed by noting its complement

IR - G.B) = (- a, a) UCB , ta) is open .

We show this is not open by noting for any S > O
,
the interval

(d - d.B tf) will include a number less than
X and one greater than B . Obviously, these numberswould ¢ 4.B) '

For(M,Ou):{b.c}and
We find these by comparing the open and closed sets

.

We note that 0 and ill are both open and closed .

So
, In this topological space {b. c } and {c} are the only sets
that are closed , but not open .

DOpen.ba/-notclosedFor(lRiOs):H#
we show this by noting its complement
IR - (d.B) = f- a , a] U (B. to) is closed .

We know this complement is closed since f- a, d] and fB, ta)
both include all their boundary points , and are thus closed .

Obviously, the union f- a , y] U (B, + a) also includes all boundary

points and is closed.



For (M, Ou) :{a } and Laib}
⑧

We find these by comparing the open and closed sets
.

We note that 01 and U are both open and closed .

So
, in this topological space {a ,b } and {d } are the only sets
that are open , but not closed .

GBothopenaudclosedt-orllR.GR
By definition

,
in any topological space 0 is both open

and closed. Similarly, for any (X, Ox ) , X is both open

and closed . So
, IR is both open and closed .

Fortune

By the same definitions
, 0 and ill are both open and closed.

dlNeithenopennorc.to#For(lRiOs)CdQ
TO check (d, b] is neither open nor closed, we take its

complement . IR - Cd, b] = C- a, d) Ucb, ta)

We see b Ef C- D, d) Ucb, ta) , so it does not include
one of its boundary values , thus it is not closed.

If we use any f > O , the interval

(- -f
,
d tf) includes a value greater than d .

This number ¢ (- D, d) Ucb, ta) , so it is not open .



Since the complement of (d. b) IS neither open nor closed,
(d, b) is also neither open nor closed .

Q1 is the set of rational numbers .

Q EIR

For any X E Q and f so, the interval

( X - f
,
X tf) will include values ¢ Ql .

So
,
Q is not open .

Its complement is IR - Q .

For any YEAR - Q ) and f> o, the interval

( y - f, y tf) will include values E Q -

Thus, the complement is not open .
So, Q is not closed .

.

'

. Q is neither open nor closed .

For (thou) : { b}
→

{ b} is not in the open sets in ill nor the closed sets in It .
.

'

. { b } Is neither open nor closed -



4) /

By the given , we know the map f

Is continuous .

We must then just find a counter - example
of the reverse definition to show that It does not work .

Let Y CIR be an open set .

Let X CIR be the set f-
'

(Y) .

Since f is continuous
,
we know that

f-
"

(Y) is open for any XE f
-'

(Y) .
Thus . X is open .

Since Y is open, we can find E > O EIR St -

(fix) - E, fast E) C Y
SO

(x' - E , ×'t E) CY

for any x Ef
-'

ly ) .

So take x -- O
,
x' Ef- E , E)

C- E. E) CX .

This is clearly an open set -



If we use the map f

f : f-E.E) t (O, EY , since C- so .

We can show that

(O, EY is not open since for any
f so

the open interval (O - d , E't f)
will include a number less than O .

This number would obviously ¢ (QE) .

Thus
,
we since we know f- is

continuous and that it has mapped an

open set in X to a non - open
set in Y

,
then the given

reverse definition does not hold .



5)

We assume (X, T) is a topological space .

The Quotient Y is defined as

Y := Xlr St . (Y, O) is a topological space . ( t)

or := {HEY : IT - ' (U) ET} Cz)

where

,T÷×X¥Y×, } continuous cz,

(4)

Suppose
g. ×→z } : : "

x.→⇒gcx.r.gcx.sk'

This implies a topology on 2 that we may call Oz -

We are tasked to show that there exist a unique

continuous map f s 't .

f : Y→ Z 16 )
f : [x] Hf ( Cx)) A )

I
g
= fo IT 18)



X Yet 2

V
g -_ fo 'll

We may evaluate this question using the continuity
of the composition of continuous maps .

Let us take a VEZ
,
then VE Oz .

To show f- is continuous
,
we must show

preimfo.lv/--preimglV) 191

preim
,

(V) := { XEXIHOTDCXIEV} go ,

True if f is continuous⇒ = {XEXITIMC-preims.lv) Eo} (111
True if TI is continuous

,

⇒ = prcim-fpreimg.lv)) C- I 112)
which we know it is .

Thus
, preims.lv) EU , HEY so 437

preimg.lv) = IT
- '

(U) E T . (14)

So far ( Il) has yet to be shown .



By definition in (5)
, g respects ~ .

Thus if g
= f- ot

g :X → 2

implies g : x → f- (Cx]) . (15)

Since we know g is continuous, and

g = fo IT , then f- must be continuous.

We already know IT is continuous .

So

preimgfv ) {XEXlgcx.HU/XinXz=79lxi--gcxn} 116)

= { XEXHFOTDCXIEV} 47)

.

'

. preimglv ) = preimm.lv) ( 18 )

This tells us that for the condition

that g respects ~ to be true,

g must be able to be expressed
as a composition Involving
a map after Tl .

This is because IT is the map establishing
the said equivalence relation .

We call this new map f .
Thus

,
since g = fo Tl and g is continuous,

f- is a unique continuous map as in (6) and (7)
.

IT
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f :lR→z

We automatically assume IR carries the standard topology .
We note that Z CIR .

We let Z inherit the subset topology.

Let X CIR and NCZ .

We define the pre - image of
N under f as

f-
' (N ) = {X EX : f EN} .

For f to be continuous
,
whenever N

is open, f
- ' (N) must also be open .

We may then show f is not continuous

by finding at least one open subset of N
wherein the pre

- image under f is not open .

The defined f- is

f- Cx, = n , h E X L htt , provided n E Z .

Let us take some n
,

say n -- I C- N .



We note that the set { I } is open,

due to Z 's inherited subset topology .

We take the pre - image under f of { I} .

f-
' ' { I} = (1,2 ) .

We can show [1,2 ) is not open .

Take any S > O .

The open Interval ( t - f, 2+8) will
Include a number less than I .

This number would evidently ¢ 'll, 2) .

c-
. [1,2) is not open .

This may
be generalized to say that

[h, htt ) is not open .

Since we have found a pre - image
of an open set in N under f

that is not open, f- is
hot continuous.

IT



⇒

EXAMPLE l : Consider the following set

ii. ii. 2

X EHR , Ose )

Fon a set to be a manifold in IR, it must

look like IR at all points .

Meaning , for a l - D manifold, we should be

able to take a softball around any
point sit . the local neighborhood looks

like a line segment
. However, when we take

any softball around the red Intersection point ,
we get 4 distinct branches . Thus

,
at this

point It does not locally resemble a line segment .
We have no problem for other points .

This also would not be a manifold

in 2 - D , as we cannot find an open ball

about that point where it locally looks

like a plane nor a line segment -

EXAMPLE 2 : Consider a sphere with a line protruding

*

"
in:S:c.hn

"

.
::c

.

":b:: :c.name
↳ it cannot be mapped

to an open disk .



EXAMPLE 3 : Consider the surface

If we take

an open ball (spherical ) EIR
'

around this point intersection
,

it cannot be mapped to an

open disk .

Thus
, this is not a 2 - D manifold.


